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WAVE GROUP ANALYSIS BASED ON KIMURA'S METHOD

PART I: INTRODUCTION

1. High sea waves tend to appear in groups rather than individually.

Engineers are finding that this grouping has important ramifications on the

motions and resonances of moored structures and vessels, harbor resonance,

stability and overtopping of shore protection structures, and surf beat.

Because of the nature of wave grouping, its prediction, control, and analysis

are especially important in shallow-water laboratory basins such as the

Coastal Engineering Research Center's (CERC's) directional spectral wave

basin.

2. This report is the result of research conducted at the Hydraulics

Laboratory of the National Research Council of Canada (NRCC), Ottawa, Ontario,

Canada, from 4-20 September 1985. During this time, the original version of

computer program KIMUR5 was researched, written, debugged, and tested. The

program calculates wave group run probabilities, lengths, means, and standard

deviations using Kimura's method (Kimura 1980). His method, which is based on

the assumption that successive wave heights are mutually correlated, has been

demonstrated (van Vledder 1983b; Thomas, Baba, and Harish 1986) to be superior

to Goda's method.

3. This report describes wave grouping and the differences in theory

between Goda's and Kimura's methods. Additionally, it documents the computer

program KIMUR5 and serves as a user's manual for program organization, input/

output operations, and test cases. Finally, it provides recommendations for

future expansion of the program. A copy of the computer program KIMUR5 and

associated subroutines is available upon request.
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PART II: WAVE GROUPING

4. Bounded long waves are associated with the occurrence of wave groups

and produce a variation of the mean water level which produces a setdown under

wave groups and a setup between groups (Figure 1). Longuet-Higgins and

Stewart (1962) first described this second-order or nonlinear effect which

results from a variation in the radiation stress (proportional to the square

of the local wave height). The forced long wave propagates at the group

velocity of the primary waves. Its amplitude is proportional to the square of

the wave envelope and is relatively small, but it can increase dramatically as

the depth and frequency decrease and wave groupiness increases. The second-

order wave system propagates with phase opposite to the envelope of the first-

order system. A crest of the second-order system coincides with a trough of

the wave group envelope. Second-order currents are also created by the occur-

rence of wave groups. These currents are important in the calculation of

resistance forces of structures and mooring forces for vessels.

5. A succession of high waves that exceeds some arbitrary threshold

value (typically median, mean, or significant wave height) is called a run of

high waves, and the number of waves in this run is the run length (Figure 2).

The total or complete run is the combination of the run of high waves followed

by the run of low waves (i.e. succession of waves which fall below the thresh-

old value). The total run is analogous to the zero-upcrossing period of the

wave profile, except that the time series is composed of individual wave

heights rather than surface elevations. Reference to a wave group assumes

that a run of high waves is intended.

4
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Figure 1. Schematic of wave grouping and second-order effects
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Figure 2. Definition of wave group run lengths
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PART III: THEORY OF WAVE GROUPS

Goda's Method

6. Goda's method assumes that successive wave heights are uncorrelated

or independent. The derivation is based on probability theory. If the

probability p* that a wave height H will be greater than a threshold value

H is
C

p = Prob [H > H ] (1)C

then the probability that H will be less than or equal to H is given byC

q =Prob [H 5 H] = I - p (2)

since p + q = 1. (Some authors use the symbol H, for the cutoff or

threshold wave height.)

Run of high wave statistics

7. The probability distribution of a run of J successive high waves

follows the geometric distribution

Jl-I
P(J) = p q Jl - 1,2,3... (3)

which means that J- I successive waves will exceed the threshold, and the
thJ! wave will not. The probability of successive wave heights exceeding the

threshold is equal to the product of separate probabilities for each event

because the wave heights are independent in Coda's (1985) theory.

8. According to Goda (1985), the mean run length j, and standard

deviation of the length of a run of high waves a(jI) are, respectively,

For convenience, symbols and abbreviations are listed in the Notation

(Appendix D).

6
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T 1 - EfJ 1J = JP(j1 ) - (4)
j1-1

q

where E[ ] is the expectation operator.

Total run statistics

9. For a total run of J successive waves, the probability distribu-
2

tion P(j2) , mean j2 and standard deviation o(J 2 ) are, respectively,

J2 -1 J 2 -1

p(j2 -q P - q j2 = 2,3,4,... (6)

i = = - + =7)
p q pq

O(j 2) = E[j2] - 7[2 ] = + (8)
q p

Example calculations

10. Example calculations based on Equations 1 to 8 for the probabilities

and mean and standard deviations for the run of high waves and total run are

listed in Table I for various values of threshold wave height. According to

Coda's model, measured average group length larger than the values given in

Table 1 indicates a higher level or degree of wave group formation.

Kimura's Method

11. Kimura's model assumes that successive wave heights are mutually

correlated and form a Markov Chain. The concept of mutual correlation implies

that successive waves are dependent or correlated. A high wave rarely appears

by itself; rather, it is more likely to be followed by other high waves. It

7



Table I

Theoretical Wave Group Statistics for Various Wave Height Thresholds

Goda's Model

Threshold Wave Height
Quantity Median Mean Significant Highest 1/10

p 0.500 0.456 0.135 0.039

q 0.500 0.544 0.865 0.961

3l 2.00 1.84 1.16 1.04

G(j1 ) 1.41 1.24 0.42 0.21

12 4.00 4.03 8.58 26.55

(j 2) 2.00 2.04 6.92 25.01

seems that the waves have a "memory" which dictates that one high wave will be

followed by another high wave rather than a low wave.

12. Transition probabilities for simultaneous exceedance and non-

exceedance of the threshold wave height are calculated based on the ratio of

one- and two-dimensional (i.e. joint or bivariate) Rayleigh probability

density functions (PDF). From these Rayleigh-derived transition probabili-

ties, the probability of a run of various lengths, the average run length, and

the standard deviation of the run length are calculated for a run of succes-

sive high waves and a total run.

Markov Chain

13. A fundamental assumption of Kimura's model is that successive wave

heights form the Markov Chain. The transition equation describing the Markov

Chain is

Pn POP  (9)

where

P = distribution after n-time transitions
n

PO = initial distribution

p = transition probability matrix

8

?0A~



i7
If a threshold wave height H is selected (i.e. mean, median, significant,c

or highest 1/10 wave height), waves with height H will fall into one of two

states or groups as shown below

State Condition

I H 5H
c

2 H >H
c

The initial d4stribution is then

P0 = (0,1) (10)

since a run of high waves begins when State 2 is first reached. The transi-

tion probability matrix is given by

PHl P12]

p = (11)

P21 P2 2

where the individual elements or conditional probabilities are defined as

p1 1  Prob [H i+1 5 H c H. i H c]

P12 = Prob [Hi+1 > Hc Hi 5 Hc]

P21 = Prob [Hi+1 5 H I Hi > H] (12)

p2 2 m Prob [H i+1  H Hc H Hi> H ]

and H and H,+, represent successive wave heights. Thus, Pll is the

probability that neither successive wave exceeds the threshold Hc , and p
c and 2 2

is the probability of simultaneous exceedance by both wave heights. By sub-

stituting Equations 10 and 11 into Equation 9, processing for n-time transi-

tions and precluding the transition probabilities from State 1, we obtain the

probability distribution for the run of high waves. If simple induction con-

tinues, the probability distribution of the total run can be determined in a

simn'lar fashion.

9



Transition probabilities

14. The other fundamental assumption of Kimura's method is that the

transitional or conditional probabilities for wave height, pll and P22

are defined in terms of the Rayleigh distribution. The conditional probabili-

ties are

H H
C C

oH df f p(HH 2 )dH 1 dH2

I'll H (13)

C

f q(HI)dH1

0

f f p(HH 2 )dH IdH 2
H H

P2 c c (14)

f q(HI)dH1

H
C

where

p(H 1,H2) joint or two-dimensional Rayleigh PDF for two successive
wave heights

H1,H 2 = dummy wave height variables

q(H1 ) - Rayleigh PDF for individual wave heights

15. The PDF q(H1 ) defined in terms of the root-mean-square wave height

Hr and the mean wave height H is

2
2H IH H1HI

q(H) 2 x - -~ (15)

16. The Rayleigh joint PDF is similarly defined by Kimura (1980) based

on earlier work of Rice (1944, 1945) and Uhlenbeck (1943) as

10



4 H IH 2 1 H + H 2 K T H1 1 2 1
P(H/H2 2 exp 2 2 1 [ 2-( H2  (1 - K

2 )H4 [ (1 -) H2  (1 - K2 )
( )Hr 0HrHr

(16)

2 itr 2 12exp H HI+ ____ H

4(1 - i
2) p 4(1 - 2 ) H m 2(1 ) H

where K is the correlation parameter and I [ is a modified Bessel func-

tion of zeroth order.

Correlation parameter

17. To solve for the joint Rayleigh PDF and the associated transition

probabilities p 1 1 and p2 2 ' the correlation parameter K is required.

Kimura (1980) and some authors define it in terms of the variable P as

K= 2P (17)

Uhlenbeck (1943) showed that the correlation parameter K is related to the

correlation coefficient Rhh(l) , a measure of the degree of correlation or

dependence between successive wave heights, by

E(K) - - K) K )T-

Rhh(1) 2 4 (18)1 -

where E( ) and K( ) are complete elliptic integrals of the first and

second kind, respectively. Some authors use Yh to define the correlation

coefficient. The correlation coefficient range is 0 to 1.0. A value of zero

corresponds to the Goda model. Several investigators (Goda 1985) have calcu-

lated correlation coefficients of 0.24 for successive wind waves and 0.5 - 0.8

for swell. The amount of correlation tends to increase with higher wave

heights and narrower wave spectra.

18. Battjes (1974) demonstrated that an infinite series representation

for the elliptic integrals could be used to approximate Equation 18 as

J1



Rhh(l) = - + + + "'" (19)

If this relation is inverted, the correlation parameter K can be determined

given the correlation coefficient %hh(1) as follows:

2 R2  R3

K R - R (20)

where

R (4 Rhh(l) (21)

Battjes (1974) found that this approximation is very good for correlation

coefficients less than 0.7 to 0.8. From 0.8 to 1.0 the difference, although

slight, Is still noticeable.

Methods for deter-
mining correlation parameter

19. The correlation parameter can be determined in one of four ways:

a. Time Domain Method 1: assumed correlation coefficient.

b. Time Domain Method 2: autocorrelation technique.

c. Frequency Domain Method 1: Goda's spectral peakedness
parameter.

d. Frequency Domain Method 2: Battjes' spectral derivation.

20. Assumed correlation coefficient. The assumed correlation coeffi-

cient method is the one currently coded in the computer program KIMUR5. The

input value of the correlation coefficient %hh(1) is based on field measure-

ments for similar wave conditions as the wave height time series to be

analyzed. The correlation parameter K is determined indirectly using Equa-

tions 19 and 20 above.

21. Autocorrelation technique. In the autocorrelation technique the

correlation coefficient Rhh(k) is first calculated from a zero-meaned, mea-

sured, or simulated wave height time series. The correlation parameter K is

determined indirectly using Equations 19 and 20 as before. The autocorrela-

tion function estimate is normalized by the variance of the wave height time

12



series to give the correlation coefficient defined as

N-k

R(k) 1 HiHi+k k - 1,2,3 .... (21)
a H i=1

where N is the total number of points in the wave height time series, and

aH is the standard deviation of the series. The lag k is the difference in

number between wave heights and is equal to I for successive wave heights.

For every other wave height, the correlation coefficient would be written as

Rhh( 2) , every third wave height Rh(3) , etc. The dependency between wave

heights has been found by several investigators (van Vledder 1983a) to

decrease rapidly as the lag is increased beyond successive wave heights (i.e.

Rhh(l)).

22. Coda's spectral peakedness model. The spectral peakedness model is

a frequency domain model based on a relationship between wave grouping and

spectral form investigated by Goda (1970, 1976), Yamaguchi (1981), and Kimura

(1980) among others. It is based on the spectral peakedness factor Qp

defined by Coda as

Qp ( f S2(f) df (22)

where

m° = zeroth moment of the time series

f = frequency

S(f) = spectral estimate of the surface elevation

Coda (1985) found the spectral peakedness parameter to be insensitive to the
high frequency cutoff used in spectral analysis. Its value ranges between I

for white noise, 2 for wind waves, and 4 to 8 for swell conditions. The

investigators mentioned above found that the average group length increases as

the peakedness parameter Increases, and a narrow spectrum has a greater degree

of grouping than a widebanded spectrum.

23. Based on field wave data and numerical simulations for large value,

13



of Qp , Ewing (1973) proposed an approximately linear relationship between

the mean run length j1 and the spectral peakedness parameter for a given

cutoff or threshold wave height H as follows:c

- Q
1 H 0

c

24. Goda (1970) proposed the relationship between the correlation

coefficient Rhh(l) and the wave peakedness parameter Qp as shown in

Figure 3 (obtained from numerical simulations).

0.4

0.3

z
w

U.
U.
W 0.2
0
U
z
0

-J

w
i 0.1
0

U0

0i I I l

1.0 1.5 2.0 2.5 3.0

SPECTRAL PEAKEDNESS PARAMETER a

Figure 3. Relation between correlation coefficient and
spectral peakedness parameter

25. Battjes' spectral derivation. Based on earlier work of Arhan and

Ezraty (1978) on correlations with joint PDF's and Rice (1944, 1945) on
theoretical envelope statistics, Battles and van Vledder (1984) showed that

the correlation parameter K can be calculated spectrally by

14



K 1 S(f) cos (27f Tm) df + S(f) sin (2rf T() d (24)

where T is the mean wave period obtained from zero-crossing or spectralm
analysis. In this sense, the correlation parameter K is a measure of the

spectral width, and Battjes and van Vledder (1984) noted that it is more

"robust" than Goda's spectral peakedness parameter Qp since it is not biased

by sampling variability.

Run of high wave statistics

26. In Kimura's model, the probability of a run of successive high

waves of run length j1  is defined in terms of the transition probability

"22 as

P(j 1 ) = P2 2  (1 - P 2 2 ) l 1,2,3,.... (25)

27. The mean and standard deviation o(j,) are, respectively,

---

1 1 P22 )  (26)

and

GO -P22 )  (27)
(1 - P2

Similarity exists among Equations 25 to 27 and Equations 3 to 5 for Goda's

method in which p2 2 and (1 - P2 2) replace p and q , respectively.

Total run statistics

28. For a total run, the probability distribution P(j2) mean 2

and standard deviation o(j2) are, respectively,

P(j 2 p 1 1 )(1 - P2 2 2 - 2,3.4.... (28)

P~j2 PH - \22 -P 2 ~ ''

15



.-- 1 1I29
2= ( - pll) +(I - 22)  (29)

S(j 2 ) = ( + P ll'(30)
I('- p12 )' (1 -

Again, there is similarity with the total run statistics defined for Goda's

model in Equations 6 to 8.

Comparison of Methods

29. Goda's model for wave group run lengths assumes that wave heights

are independent or uncorrelated, although Rayleigh distributed. Rye (1974),

Kimura (1980), and others have shown that wave heights are positively corre-

lated. Thus, in comparisons with actual field measurements for varying wave

environments (including wind wave generation in storms) bv several investiga-

tors, Coda's method yields a constant value for several values of the corre-

lation coefficient that seriously underpredict the degree of wave groupings.

These comparisons of field measurements with Goda's model values for median

Hmed  and significant H wave height threshold values are listed in Table 2med s

(van Vledder 1983a) which shows that the measured values for the run lengths

are greater than those Goda predicted.

30. Table 3 shows the results of some computer simulations by Kimura

(1980) for the group lengths of a run of high waves for spectra of various

peakedness and uniform phase distributions. Goda's and Kimura's theoretical

values for five different correlation coefficients are compared with the

simulated data for threshold wave heights equal to the mean and significant

wave height. Kimura's model shows a strong agreement with the data, while

Coda's model gives a constant value that underpredicts the group length.

31. Table 4 contains analogous results by Coda (1983) for the group

lengths of a run of high waves using measured data representative of long

traveled swell with a narrow spectrum and high correlation coefficients.

Again, there is serious underprediction of the Coda model and the reasonable

correspondence between actual and predicted run lengths using the Kimura

model.



Table 2

Comparison of Measured Average Group Lengths With Goda's Model

Run of High Waves

Threshold Wave
Height

Time H H
Investigator Location Period med s

Theoretical Data

Goda's model (1970) 2.00 1.16

Measured Data

Wilson and Baird (1972) Nova Scotia May-Jul -- 1.49

Rye (1974) Norway Oct-Dec -- i.35

Goda (1976) Japan 2.54 1.42

Dattatri, Raman, and
Jothishankar 1977 India Aug 2.23 1.34

Table 3

Comparison of Goda's and Kimura's Models with Simulated Data

Average Group Lengths for Run of High Waves

Threshold Wave Height
D(~Mean Significant

_h,1_ Goda Kimura Simulated Goda Kimura Simulated

0.19 1.84 2.08 2.20 1.15 1.33 1.28

0.23 1.84 2.15 2.29 1.15 1.37 1.29

0.29 1.84 2.28 2.34 1.15 1.44 1.29

0.33 1.84 2.37 2.42 1.15 1.50 1.37

0.38 1.84 2.46 2.45 1.15 1.57 1.53

17



Table 4

Comparison of Goda's and Kimura's Models with Measured Data

Average Group Lengths for Run of High Waves

Threshold Wave Height
Mean SignificantRhh(1 Goda Kimura Simulated Goda Kimura Simulated

0.630 1.84 3.50 3.77 1.15 2.08 2.02

0.688 1.84 3.84 4.15 1.15 2.29 2.49

0.694 1.84 3.89 4.42 1.15 2.31 2.21

18
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PART IV: COMPUTER PROGRAM DESCRIPTION

32. This section presents the documentation for the main program KIMUR5

and the eleven associated subroutines required. The intent is to provide the

user with the documentation necessary to run the program. Appendix A contains

a listing of the program and subroutines. Appendix B contains a listing of

the symbols used in the computer program. Appendix C lists definitions of

parameters for each subroutine and gives other documentation including

descriptions, calling statement, calls to and by the subroutine, and

references.

Program Specifications

33. Table 5 summarizes the program specifications for program KIMUR5.

Table 5

Program Specifications for Program KIMUR5

Specification Description

Computer DEC VAX 11/750

Location USAE Waterways Experiment Station, CERC

Operating system VAX/VMS version 4.2

Language Fortran 77

Structure Interactive, modular, top down

Documentation Self-documenting

Subroutines Eleven, shelf-contained

(Subroutines BESI & QSF from NRCC Scientific
Library)

Input Interactive with prompts, logical unit 5

output Disk File KIMUR.OUT, logical unit 2

Accuracy Single precision
(Subroutine BESI requires double precision)

Operating procedure Compile: FORTRAN KIMUR5

Link: LINK KIMUR5

Run: RUN KIMUR5

Input: Enter 5 Input values at keyboard

Output: TYPE or PRINT KIMUR.OUT
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Solution Procedure

34. The computer code is presently in the form of a main driver program

and eleven associated subroutines. Figure 4 is a flowchart illustrating the

basic steps involved in program calculations. Table 6 lists the hierarchy of

the individual subroutines in the program. A brief description of each

subroutine is contained in Table 7. The steps indicated in Figure 4 (1-D

= one dimensional; 2-D = two dimensional) are described in the paragraphs

below.

[ n u INPUT 
3

Input Parameters

9 I------------------- --------- I

KAPPA
Correlation Parameter- I

RPDF1
1-D Rayleigh PDF

------------------

~RJPDF

2-D Rayleigh PDF

RTP

Rayleigh Transition Probabilities

HsRUN

Statistics of Run of High Waves

I
TRUN

Statistics of Total Run

OUTPT
Output Results

Figure 4. Flowchart of Program KIMUR5
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Table 6

Hierachy of Program KIMUR5

Main Subroutines
Program Level 1 Level 2 Level 3

KIMUR5 INPUT
KAPPA
RPDF
RJPDF BESI
RTP RTPI QSF
HRUN
TRUN
OUTPT

Table 7

Description of Subroutines in Program KIMUR5

Name Description

INPUT Queries user for input parameters

KAPPA Calculates correlation parameter K given correlation coefficient
RHH(1) using series approximation method of Battjes

RPDF Calculates 1-D Rayleigh PDF Q(H1) for individual wave heights

RJPDF Calculates 2-D Rayleigh joint PDF P(HI,H2)

BESI Calculates Bessel function I of zeroth order (NRCC Scientific Sub-
routine Library)

RTP Calculates Rayleigh transition probabilities P11 and P22

RTPI Integrates 1-D and 2-D Rayleigh PDF's Q(H1) and P(HI,H2)

QSF Computes vector integral values for a given equidistant table of func-
tion values using combination of Simpson's and Newton's 3/8 Rules
(NRCC Scientific Subroutine Library)

HRUN Calculates run of high wave group statistics of probability of dif-
ferent run lengths, mean run length, and standard deviation of run
length

TRUN Calculates total run group statistics of probability of various run
lengths, mean rin length, and standard deviation of run length

OUTPT Outputs results to disk file for display and archival
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Correlation parameter

35. The first step in the solution procedure is the calculation of the

correlation parameter K from the input correlation coefficient RHH1. Sub-

routine KAPPA performs this operation using the infinite series approximation

for the elliptic integrals given in Equation 20.

Rayleigh probability density function

36. The second step is the calculation of the 1-D Rayleigh PDF by Sub-

routine RPDF. The Rayleigh PDF given in Equation 15 for the mean wave height

is programmed with the dummy wave height variable HI defined as

HI - N * DELH N = O,1,2,...NH (31)

Descriptions of the symbols used in the computer program are contained in

Appendix B.

Joint Rayleigh

probability density function

37. The next step in the solution procedure is the calculation of the

joint Rayleigh PDF by Subroutine RJPDF using the mean wave height form of

Equation 16. For ease of programming, it is calculated in terms of three

factors as

P(Hl,H2) = A * B * C (32)

where the A factor is a constant term, the B factor is an exponential term,

and the C factor is the modified Bessel function of zeroth order. Again,

dummy wave height interval variables HI and H2 are used and defined in the

range

$HI = N * DELH

N = 0,1,2,...NH (33)

H2 = N * DELH

38. The modified Bessel function of zeroth order is evaluated in Sub-

routine BESI, which was obtained from the NRCC Scientific Subroutine Library.

It was verified on several test cases using a Chemical Rubber Company Handbook

of Mathematical Sciences (1978).
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Rayleigh transition probabilities

39. The fourth step is the evaluation of the Rayleigh transition

probabilities PH1 and P22 using Equations 13 and 14, respectively. Subroutine

RTP sets up the proper lower and upper array element integration limits of the

I-D and 2-D Rayleigh PDF's (i.e. NL and NU, respectively) for the particular

cutoff (i.e. threshold) wave height HC selected. For the P11 transition

probability, the lower and upper array elements are, respectively,

NL = I

(34)
-HG

-- NU = H

DELH

Similarly, for the P22 transition probability, these limits are

NL = HC
DELH

(35)

NU = NH + 1

40. Subroutine RTPI is called by subroutine RTP and calculates either

transition probability P11 or P22 given the proper lower NL and upper NU array

element integration limit. The discrete I-D and 2-D Rayleigh PDF's are inte-

grated numerically using Subroutine QSF, obtained from the NRC Scientific Sub-

routine Library. A dummy I-D array at equidistant points is evaluated using a

combination of Simpson's and Newton's 3/8 rules. It has been thoroughly

tested by NRC.

Statistics of run of high waves

41. The fifth step is the calculation of group statistics for a run of

high waves based on the transition probability P22. The probabilities for

various run lengths PHR are calculated using Equation 25. The mean run length

JIM and standard deviation of run length SIGJI are given by Equations 26

and 27.

Statistics of total run

42. The final step is the calculation of group statistics for a total

run using transition probabilities P11 and P22. The probability distribution

23

@4



PTR, the mean run length J2M, and the standard deviation of the run length

SIGJ2 are defined in Equations 28, 29, and 30, respectively.

Input and Output Variables

Input variables

43. Subroutine INPUT queries the user for the five variables listed in

Table 8. Figure 5 is an example of the input required. The value of RHHI is

dimensionless and should be between zero and unity. (See Part III of this

report for range of values for typical wave conditions.) If an actual time

series of wave height measurements is used, then the parameter NH should be

equal to the total number of points in the series. Otherwise, a value of NH

Table 8

Input Variables

Variable Description

RHHI Correlation coefficient

NH Total number of wave height measurements or total number of inter-
vals of dummy wave height variable HI and/or H2

DELH Wave height increment between successive HI or H2 wave heights

HM Mean wave height

HC Threshold wave height

$ RUN KIMUR5

ENTER 1 FOR TEST CASE:

ENTER VALUES FOR:
RHH1 CORRELATION COEFFICIENT
NH TOTAL * OF WAVE HEIGHT MEASUREMENTS
DELH NAVE HEIGHT INCREMENT

UPPER WAVE HGHT INTEGRATION LIMIT = NH * DELH
HM MEAN WAVE HEIGHT
HC THRESHOLD WAVE HEIGHT

.68 400 .0025 .33 .33
FORTRAN STOP

Figure 5. Example input format for Program KIMUR5
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of 400 has been found to give reasonable results. The program is dimensioned

for up to 500, however. The third input variable, DELH, corresponds to the

width of the class interval in a nondimensionalized histogram or distribution

function of wave heights. The smaller this value, the more accurate the

results. The product of NH and DELH gives the upper wave height integration

limit HU which should be greater than or equal to the largest wave height in

the time series. The mean wave height should be determined from the time

series if actual wave heights are used. According to Goda (1985), the

relationship between the maximum wave height Hmax and the mean wave height

Hm  is approximately

H = 0.31 to 0.39 H (36)in max

since the significant wave height H = 1.6 H and H 1.6 to 2.0 H,s m max S

depending on the number of points in the time series. A value for H of

0.33 is representative of a Rayleigh distributed wave height for H max 1.0max

assuming the statistically derived maximum wave height is equal to the largest

wave in the time series of wave heights. Finally, the threshold wave height

can be equal to the mean, median, or significant wave height. Formulas

relating these three parameters are

Hmed n 0.939 H
med m

(37)

H = 1.597 H
s m

Output variables

44. Output variables are written by subroutine OUTPT to a disk file for

later viewing or printing. Figure 6 is an example of the output file

KIMUR.OUT. The five input variables are listed along with the upper wave

height integration limit. The correlation parameter K and the two transition

probabilities P1H and P22 are written in the "output variables" section. For

a run of high waves, the probabilities PHR of a run of successive high waves

of run lengths of I through 25 (in 1OF7.3 format), the mean group length, JIM,

and the standard deviation of the group length, SIGJI, are given. The first

element of PHR corresponds to the probability of a run of length 1, the second

element is the probability of a run of 2 waves, the third a run of
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RESLTS FROM PROGRAM KIMUR5
GROUP RUN LENGTH STATISTICS

***** INPUT VAR IABLES*****

CORRELATION COEFFICIENT, RHH1 =0.6800

TOTAL * OF WAVE HEIGHT MEASUREMENTS, NH =400

WAVE HEIGHT INCREMENT, DELH = 0.0025
UPPER WAVE HONT INTEGRATION LIMIT =1.0000

MEAN WAVE HEIGHT, HIM - 0.3300
THRESHOLD WAVE HEIGHT, HC =0.3300

*****OUTPUT VARIABLES*****

CORRELATION PARAMETER, K = 0.8399
PROBABILITY( NEITHER HI NOR H2 EXCEEDS, P11 0.7617
PROBABILITY BOTH Hi & H2 EXCEED, P22 0.7202

*****HIGH WAVE RUN GROUP RESULTS*****
PROBABILITIES, PHR:

00.280 0.202 0.145 0.105 0.075 0.054 0.039 0.028 0.0210 0.015
0.011 0.008 0.005 0.004 0.003 0.002 0.001 0.001 0.001 0.001
0.000 0.000 0.000 0.000 0.000

MEAN GROUIP LENGTH, JIMl = 3.5743
STD DEL) GROUP LENGTH, SIGJI =3.0334

*****TOTAL WAVE RUN GROLIP RESULTS*****
PROBABILITIES, PTR:
0.000 0.067 0.099 0.110 0.109 0.101 0.090 0.078 0.066 0.055
0.045 0.0371 0.030 0.024 0.019 0.015 0.012 0.010 0.008 0.006
0.005 0.004 0.003 0 .002 0 .002

MEAN GROUP LENGTH, J2M =771

STD DEV GROUP LEN-GTH, SIGJ2 =4.7561

Figure 6. Example output format from Program KIMUR5

3 waves, etc. Similarly, for the total run, the first 25 probabilities PTR of

a run of length I through 25, the mean length, J2M, and the standard deviation

of the run length, SIGJ2, are given.
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PART V: PROGRAM VERIFICATION

45. In this section, verification of the program with sample test cases

is described and discussed.

Test Case 1

46. The first test case is based on actual wave height data. Goda

(1985) describes an example of 97 waves with a mean wave height of 2.1 m. The

wave heights are distributed in a range from 0.1 to 5.5 m. Thus, the inputs

to Program KTMITR5 are RHHI - 0.68, NH - 97, DELH - 0.0567 (HU - NH * DELH

- 5.5 m), and HM - 2.1. Table 9 summarizes the results for three test cases

for each of the mean, median, and significant wave heights as threshold wave

height (using Equation 37). The effect of various threshold wave heights on

the value of the run length calculated is readily apparent. The calculated

values appear to be reasonable when compared with Goda's.

Table 9

Summary of Test Case I Results

Transition
Threshold Wave Height Probabilities Mean Run Lengths

Description HC Pll P22 High Total

Median 2.0 0.727 0.735 3.775 7.431
Mean 2.1 0.753 0.719 3.554 7.594
Significant 3.3 0.922 0.543 2.186 14.922

Test Case 2

47. Van Vledder (1983b) calculated the transition probabilities P1H and

P22 and the mean run lengths JIM and J2M for various values of the correlation
PW coefficient RHHI and threshold wave heights of the median, mean, and signifi-

cant wave heights. For a nondimensional maximum wave height of 1.0, the fol-

lowing Inputs were used in program KIMUR5: RHI - .68, NH - 400, DELH

0.0025, and HM = 0.33. Table 10 shows the comparison between the KTMUR5

calculated values and the van Vledder values (given by van Vledder to four

significant places). The average percent error listed is the average of the
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Table 10

Summary of Test Case 2 Results

Threshold Wave Height Transition Average

H Probability Mean Run Length Percent
Description Source c PI P22 JIM J2M Error

Median van Vledder 0.7371 0.7371 3.8037 7.6073
KIMUR5 0.31 0.7334 0.7378 3.8146 7.5650 0.08

Mean van Vledder 0.7651 0.7197 3.5674 7.8243
KIMUR5 0.33 0.7617 0.7202 3.5743 7.7715 0.35

Significant van Vledder 0.9314 0.5592 2.2686 16.8359
KIMUR5 0.53 0.9315 0.5525 2.2348 16.8360 0.67

absolute values of the four errors between the two transition probabilities

and the two mean run lengths. These errors are defined as the difference

between van Vledder's and the calculated values for each quantity divided by

van Vledder's value. Thus, the average percent error is less than 0.67 per-

cent for all cases tested and shows very good agreement with van Vledder's

results.

48. Van Vledder* recommends that the total number of increments NH

should be greater than 150 to 200. Table 11 lists the differences in

calculated values for a threshold wave height equal to the mean wave height

for various NH values of 50, 100, 200, 400, and 500. The average percent

error between the program's values and van Vledder's decreases markedly for

increases in the number of intervals.

Discussion of Results

49. The agreement of the KIMJR5 model with van Vledder's calculated

values is excellent. Many factors could account for the slight differences

observed. According to van Vledder,* his program is dimensioned for double

precision, explicitly calculates the I-D Rayleigh integral, and uses a

* Personal Communication, 2 January 1986, with Dr. G. Ph. van Vledder, Delft

University of Technology, Department of Civil Engineering, Delft, The
Netherlands.
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Table II

Effect of Various NH Values

Transition Average
Probabilities Mean Run Lengths Percent

NH P11 P22 High Total Error

van Vledder 0.7651 0.7197 3.5674 7.8243 --

50 0.7219 0.7445 3.9141 7.5105 5.70

100 0.7514 0.7268 3.6605 7.6837 1.79

200 0.7584 0.7224 3.6025 7.7408 0.83

400 0.7617 0.7202 3.5743 7.7715 0.35

500 0.7624 0.7198 3.5687 7.7778 0.25

maximum wave height value of 10 times the mean wave height as the upper wave

height integration limit. His program also iteratively checks for the optimum

number of steps to use in calculating the values of the joint Rayleigh

integral.

50. My investigations showed that double precision did not make any

noticeable difference (to E-04 precision for the output results) for a value

of NH of 100. Different programming techniques, the numerical integration

routine used, explicit calculation of the 1-D Rayleigh integral, and the

method of selection of the lower and upper cutoff limits in the integrals

probably account for the slight differences observed.
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PART VI: SUMMARY AND RECOMMENDATIONS

51. The coastal engineering research community has recognized the need

to model wave groups as well as spectral waves. High waves in groups can pro-

duce more damage than isolated high waves, and engineers are finding that this

groupiness has important ramifications in the motions and resonances of moored

structures and vessels, harbor resonance, stability and overtopping of shore

protection structures, and surf beat. Wave grouping is especially significant

in shallow-water laboratory basins such as the CERC directional spectral wave

basin. The control, prediction, measurement, and analysis of wave groups are

necessary for CERC to fulfill its mission of advancing the state of the art in

coastal engineering and laboratory physical modeling.

52. Successive wave heights are dependent phenomena. Thus, the Kimura

model is a better predictor of run lengths than the Goda model. The computer

program KIMUR5 gives excellent agreement with van Vledder's values. Addi-

tional development and testing with simulated and measured data might lead to

better agreement.

53. Future enhancements might include converting the main program to a

subroutine so that it can be called from a SIWEH analysis and/or spectral

analysis program. Presently the correlation coefficient is an input param-

eter. An option could be to calculate it directly, from the wave height

time-history using an autocorrelation procedure, or spectrally, using Battjes'

or Goda's method. Finally, the Rayleigh PDF's are calculated using the mean

wave height. An option to allow the use of other wave height values, such as

median and significant wave heights, could be included.

54. Correlation among the spectral peakedness parameter, the correla-

tion coefficient, and the groupiness factor obtained from a STWEH time-history

could be investigated further. Also, additional research into the relation-

ship between the groupiness factor and the degree of grouping in simulated

data and wind-generated waves would be beneficial to increase our understand-

ing into wave grouping physics.

55. An analogous program could be developed for the groupiness statis-

tics of successive wave periods which fall within a certain period band.

Usually, values between 0.7 to 1.2 times the mean wave period are most impor-

tant. The development for wave periods again assumes the time series of

periods is mutually correlated and forms a Markov Chain. Kimura (1980) showed
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that the Weibull distribution would replace the corresponding one- and two-

dimensional Rayleigh distributions. The spectral width parameter was the

analogous spectral parameter (i.e. spectral peakedness for heights) most

closely associated with the correlation coefficient for wave periods.
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APPENDIX A: LISTING OF PROGRAM KIMUR5



PROGRAM KIPUR5
C SINGLE FRrCTSIOP-9 PANUAL INPUT, fIPENS!ONEr FOP 5fl1 ARRAY SIZE
C
C PPCGRAM TO CALCULATE GROUP RUN LENGTH STATISTICS SAFED ON KYNURAOS
C METHOD. THE TIME SERIES OF WAVE hEIGHTS ARE ASSUPEO TO IFE PUTTUALLY
C CORRELATED AND FORM A MARKOV Ch-AIN. TRANSITION PRILFA6ILITIES ARE
C CETFRPTRJED FROM THF TWO-DI04ENSIONAL RAYLrTGH JOINT o-ROEAPILITY DENSITY

17 FUNCTION FOR SUCCESSIVE WAVES* FOR BOTH A FUN OF 9-IGH4 6AVES AND A
c TCTAL RUN, TH.E rROEAelLITIES OF RUNS OF IIFFERENT L'NGTI-Sg THE AVERAGE
C RUN LENCTIH, ANC THE STANDARD DEVIATION CF TH4E RUN LFNGTh ARE CALCULATE
C

REAL O(O1l) PNR(2r5)9PTR(251
PrAi K9JlfPJ2M
PEAL PCl11
DATA RHF1,NrFLHghhlHCi6819?,0567,2.1,2 .1/

C
C OPFN PT!K FILE FOR OUTPUT

CPEN(UP.TT=2,FILF=OKIMUR.OUTISTATUSIUNN.N*)

c t2U:FY UFEF F(- TEST CASE

b'QT~r(lC)
10 FORM'AT(/91 Ff*TfRc I FOR TEST CASE: *)

IF4IASK .Er-o 1) GO TO 2"

C Ih'FUT PIFAMETFkS

CPLL INPUT(PHH1,,~LELIHM,C)
C CALCULATE KAPPA CORPELATION PAPAMETER

) 0 CONT I NlE
CALL VtFPA(RFH41,K)

r CALCULtTF RAYIF IC-H PROEABILTTY ENSITY FUNCTION (.0-1)

CALL qr LF ed-CFLIIII-HC)

C CALCULATE RI.YLEIGH JOINT C'PC3ALILITY 0EIIISI1Y FUkCTICN ftt-Il
C

CAL L R JPOF NttFLH 9HM 9K P)

C 0L CU LtIE ~A YL 1C H RAN S IT 101 F Cb:: 1L T I F 1IIf 2

CfLL RU I .,,CELrHCQsPFllP22)

- CALCULATIF 11ICIF RIN STITISTICS

CAL

CALCULA~TIL TOTAL UN ST!TTETICS

* COLL TF. (PllqV^2qFTRqJ:MqSI-J:)

OU~rUT '_'L5Tf TFOVIIIAL 14 LINE FRI9 YFP

PTf %u2P SICrJ,^

A2



STrPP
ENE)

SUPROUTINE INPLr(RFI9K ,H9VELHqt#~HC
C
C QUERIES USER FOR INPUT FARA!'ETERS FOR KIMURAPS C-ROUP LLNGTH PROCRAM
C

WR TTE(6.1 0)
10 FORMAT(/99 ENTFF VALUES FCP: '*,

& /99 RIpiI OqPELATTON COFFFICI' %T
9 /9 1 NH TOTAL ~I LF wAVE HEIG14T MitASUREtI*.TS It

&I/' DELH WAVE H~EICHT TNCRFFNT 99
& /9 9 UPPER WAVE I-GHT INTECPAT.ICN LIMIT lKh *DELH9,

f . /90 HIM ?EtN wAVE HEIGHT t
&/99 HC TNRESHOLl WtVE HEIGHPT I)

.9 C
qETUROI

EN

SU4 fz'LT 'AKE K AF r: ', tF 1 91 P

c CALCULATES COFRPFLATIOli PfiRAOT~r K tKA~fa=,.PHC) (-IVEN~ C0RP"LtTION
CCF ClN i( ALS6 Ki':06. AS CAPl'-A(V)) UclIU -' 'F ES AFP'-(.X II'ATION

c METHOC, CF EATTfES FCR THE ELLIFTIC INTE(PILS CF THF 1ST & iD KINC.

REPL K~

C INITIALIZE FAP.A~r1ERS

PI 4. t TAN(l.0)
C (If. 4 . * PI) /F!

C HH

R2 =*

K2 = , -%/ 16

F ET U FA N
ENr

SU'F OL T -fE F E% fLH

C

r~~~~~ C A Lr vCr UL cr -I- AYL-I r I L~ I T Y CV INIT J I~ I

IUtPUT VlQ 14 L

c LELO FLT CLU TF4 fIL ITIYI C ESI V, i\L LC I ItI

PFAL r I)

TO I T1 L 'ZF re%' TtT',

A3



P102 = . * ATANI1.O)
PI04 FlC? / 2.
HM2 =1 HM F-M
Qj P102 / 812

Q?=P104 1H142
IJ$P1 = PH I

C
C RAYLEIGH POF
C

00 I=lNh~l
HI= (I-1) * CEL-.
H12 =HI * H1
Q(T) z(91 * hil) *EXP(- G2 F 12)

END 0O

PFT URN

SUrROUTINE FJPf p(KFIlLH9F1M9K9F)

c CALCULA TE' 2-0 .'AYL.FIC' JCI%T !FOEAI:ILJTY ZtNSITY FLNCTIOK '(9-1H2)

L INrUT V;tRIA.iLF
#7 NH =TOTAL t WOVE HEIGHT ITERVALS CF FUMMY VARIAELE III f H?
c DELP' = DELTA 1rNCFFO'EVT VETIIIIEEK SUCCESSIVE WAVE HEIGH4TS
r III = PEON~ 61VE IE1&IT

r If f4RrLATIL% 8PAAPTER KtPFA

V OUTPUT VARIAPLES
C P DAYLEICH %f'If.T FUF P(I-1,H2)
C

POUf-LE F&'CTsI~pr'.x£qblfl)

RE!L 9

INITIALIZE PAPAt'ETR~S
P104'= ATAN(1.C)
Plop =. * PIC&

PT= 4. P* 0

P24= PI * PIC4
HW2 H10* HM

CI(? 1.C K * K
Al V120'. / (1- * CK21

FI ryris (HP'2 * (1(Z)
)I (P:C2 *K) /' C002 * CK')

r: RAYLE]Gt- JOINT rFOEA-ILITY IEN ITY UNC'IOkq P(H1I-2) =A *F *C

0C

r 'VMP I F1 I HE I HT VtF I 'Lr
'-1 (1-1) * -'ELF
1-12 = P1 * F-1
Lvo .11INHP I

C tUMFOY F2 WIVL hFICHT Y-IFIA'LE
p:=(J-1) * rELH
PL 1 - * '-2

1: A FOCTUr



A = Al A 11H2
C 5 FACTt3

13EXc (- It I A0412 *F2)

c X AFGLPE1I FORP OGEIFIEE, PUE.SL FUNCTION OF ZEPC ORD)LR
X Y= Al HlP2
ox CPL.F(')
MOGIFIE.O !ESSEL FUNCTIOf. OF ZErO ORtEP
CALL PESI(v',OXEJ 11)
C FfCTCR
C =ExF(x) * flUl)
FORIAT(I546F 10)

C RAYLEIfH JCINT PCIF
P I 1, 0 z A F * C

C WrIT' FEr) Tqq, 9 *II 9 e(oJ

Ftgr CC

PF TUP1'
EN[

C
SLP' OUT1!.F F ES I '\l , *r I LOG)

CA0*00o0*0 SLIICUTTNE~ SES

---- ------------------------------------------------------

C* HSS'oI- CALCULATES THE VjALIF OF THr EE FUNCT A,~X(-'I~.)

--------- -----------------------------------------------------------------------------------------------------

TCIS SU (T IHE r CV --- C F T E II F F FuIIC OF 1 H0 PiCTC 1
7F F.' Z ,~, K C I ~ TH! FESE 1,-UNFCTLFTC L UCT N CF (O X = 0)VC

ro A I TPUT FP A v ET r S:0
Co--------------------------------------------------------------------------------0A

r. r T rd T I C F c I lk fF'E rtC LL I Fk(,;) P 0L

%' 0%%'11N



C' LLAFT N*1.

C.
C.-

Ca SUPROUTINES ANZ FUNCTIONS CALLED:
Ca---------------------------------------------------------------------------------
C.
C* NAM'E LSCFIPTION
C.
Ca --------------------------------------------------------------------- 0

Ca ERFOR CCGES:
C*---------------------------------------------------------------------------------*
C*
c. AN~ APPFOFFTATE KESSAtGE it heRITTLN TO THE LOO~ WiHEN X<0 OF N<1
Ca
C.---------------------------------------------------------------------------a

Ca SUSPOUTIrVE CVREA'IC. CtTE Ak~L ALTi-OR:
C* VfQc ION 1.c - (I SEcT L-77

C. - PrPC COM'FbTATlCN .CrNTkE

------------------------------------------------------------------------------------------------

Ca SUf3COUT1INE IPCOIF1CATICKNS:

C. VF~Tc~e i 4 TF AUTHOR/FI 0P a
Cl1.1 S!. 1-T I'.*C %RL COPPUTATICN CfkTkf

C.

C. *

c* F~~~'c. TI-F cLF .C1TIr'F 65 LJP!PTF1 TO KFFLECI CUFREt.Kr
Ca GECA P-CCFAM STttDAF.DS*
C.

PE:L T.<" CCT
CTIVENS ICN r 1 41

r AMA.tYm I? O.c9-9559c99Pr-l9

C CH~ECK TI-E tf CW t!'T
C

WRIT[(LC6,1CrC) Fl.,X
1(00 FCRMAT(/0),Orr(I FKE0ATIVF C(-LkMFVT* OPrE~v*Ijjq' ARGUtNTe',

FE TUP P

IF(X*GT.l.r'-F) VC To~~
JFXeG.E*0.CG) C? TL'2
WR ITF(LCC-,Il,'C) ',Ix

RFTI'PV



C l(KIX) = (/2)*.'"i FACTOPIALI'FOR X k.'. 2."-fP-
C DEXPC-X) I.Pr-X FCR X <= I.or-g
C

3 E0I(l)=1.eD-X
IF(N.EG.C) PETUFN
ISh6fl

1Ff ISk6.CG*O) Az2l.F0*OMIN1X
CO 5 Ir1,N

IF(ISW.EO.1) GO TO
IF( I(1)oGT.A*I) GC TO 4

5 CON TI NU C
PRI:7URN

C
47 CALCULATE STARTIN6 POINT FC BACKWARD FRCURkFNCE

SGQC)T=!:CFT CT)
N2 = 1
IFCT*C'T.2p~rl) (-( TOT7

CC TO 5

t AF~5(T-44.%.32? )*.1.3P7',A4E-2.AS(T-13lW'504I.0.e33'A72E-A*

P IF(tA*C-.tJ) CO TV 1

A 5C lE 4'AE 1,.( T-C. vl -3 E * .( -O t5 - .5* F ( - .55)-1077*

GO TO I

9 (T4 o? 7 l r . 71F5 3U-2 *Af ~ T-167..343 )*0. 771 7"7443 -3'

C AEF(T-2Pc6P.g,.22.4775)*1.0
lt IFfPMAYwG'.k) Cr TC 1Z

00o 1 I=FA,N

P,= 'IAX-

17 ?1M-1
C

C CALCULATE T-E FPTIC I(f'X)/I(M-1,X)

L=2.0*SCFrrjT.r-.

VO 13 T11,L

PATIO: Y/(Fj CT*Y*RPTTO)
1? CO,'TP-UC

f CrMFUTE F(!-),F(!v-1 ) 4o 9F(O),o M., ALPHA
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~X2.0O/X

FM1= A/P AT To
IF(M.GT.N) GC TC 14

B I P0*) FP

60 TO 15

15 ALPHA=F142 +F M2
00 16 I:1,P4I

FMO:R=T. *XFMl.FM2

ALFHA=AL"I-A*FMO
Fi42=FMI

1.6 FM1=FMC
AL PHA =2 .0 C.*ALF H A-F M 0

C CALCULATE THE VALUES kF DPE(tX)*J(K*X).V10,pNe

IF(ALFPf.LEsAMAW) L-0 7C 113
A=LIN~' LFH'A

17 IFtP-ICN?).GT.A) GO TO IF
8I(N2)=o.CC
N2NP-1
C-n TO 17

IP ALPHA:1 .E t/ALPfA
DC Iq 1=19&2

19 81 ( )=B ( l)*ALPl-A
RETTURN~
END

SUB Ct'TINI-RP!,(~tC 9 ,q1~-2
C
C CALCULATES PAYLEIGH TRA'ISITIO PRORACILITIF-S P11 & F22.
C

r WUT V!RIAPLES
c NP = tf F IF.TEFVALS CF rUf'py .IVE HFIGivT VAFIAfLE Hl 9 f
f- GILH = LELTA 1NCP.L'4fNT riTWEEM SUCCFS IVE HI 9 li. WAVt HUIGHTF
C t-C = rUTOFF CR THFFSHCLZ WAVE HUIGHT, ALSO H*
C G = AYLEIC-.H 1-0 PPCFAcILIYY C-CNSITY FL'NCTICIY '(I)
C F, PAYLEIGH 2-D ~JOINT PkCEAPILITY PEN 1TY FUNCTION Pff-,H2)

c CUTPUT VAPIAELFc
c F II T;;AkSlTICk PPOfI ETLITV% K:'ITHFk H*I P:CFk H2 FXCFFL!. THkrSHOLC.

c I.IVE f-EIGF-T HC
C F22? TPANSITION PROFfiFTLITY* FCTH HI HP~ EXCE~r THFEStLLr 6.AVE
C WAVE lITTGHT fir

RETfL cirCIl
REAL Pf'niobj)

C- P11 TPANSTTIOv rkOtAHEITY

P.L I

CALL FTI-I (NL9%L,ULF-.'. fq 1)

C P,12 TRANSITION PRCE:B!LITY
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NsL = C ICELH
NI = NHl * 1
CALL RTFIfWLNlJDELHGF9P?2')

C
RETURN
END

A. C
SUFHROUTINE RTPI(NLqNU9CFLHG9P9PROF3l

C
r INTEGRATES 1-C L 2-D RAYLEICH FFOBABILITY DENSITY FUNCTIONS
C 0(1111 & P(H1,N2)
C
C INPUT VARIABLES
r NI LC'WEP INTEGRATICN LIMIT ARRAY EL(PFNT
C kU = UPPER INTEGRATION LIMIT APRAY 7LEMENT
C 0(111 = DELTA INCREMFNT PETWEEN SUCCESSIVE hl OR II? WAVE PIC~HIS
c P = AYLEI *H 2-0 JOINT PRCEABILITY nENSITY FUKCTION P(I-1,H2)
C Q = RAYLEICH I-C PkOFAPILITY DENSITY FUNCTION G(Hl)
C
c OUTPUT VA91ABLF!
C PRGF TRANSITION PF0iEAElITYo EITHER Fll OR P?2

C

C

c SHIFT POF TO DIMMY ARRAY PH--,
cc I:NLNV

CO ,J=NLNU
h = k. + 1

PH2() =P(I,.J)
END !'o

c IfTEC-FATE IN 1-2 UIRECTION & iI-EATE NE'b DUPMY APRAY PHI

CALL QSF(LELmP1429Z9NLIM)

P111(M) =74NDIM)
lipid NI[ 00

r INTECRATE IN H41 CIRECTICN USINC LUMMY ARRAY PIl

CALL QSF(rrLhiFI-I,9NflIP)

r 1-D PAYLEIGI- FPCBAPILITY CENIJTY FUNYCTI(N II.TEGRAL IN DENCP'1PATCR

rSHIFT Fr'F TOC UPMY APRPY P1--I

00 I=Il!
0* = Oki
P111(N) G(I)

(NC DO
INTEGRATE TFR Hl nIPFCTIrN W ING D)UMMY ARRAY PIl
NCIM =N
CALL CSF (7ELHqrHIZNr~IP)
SU"C (LP

A9



c TRANSITION PROZAETLITY
C

PRCS = UjPN / silt!

C
R ETURN
END

C
SULROUTINE OSF(I-,YvZtNlM)

C
c
r SUBROUTINE QSF
C
C 01URPOSE
C TU COMPUTF T~r VECTOP OF INTEGRAL VALUES FCR P GIVEN
r FrUILISTANT TPFLE OF FUNCTION VALUES-
C.
C USAGE
r CALL (QSF qiPYsZohrIM)

c FESCRIPTICN CF PA4RSOLTE~c
ll - THE IKCrF~rNT Ow Arqr-UMENT V.LUFS.

C y - THE INFLT VE(.TOR CF FUNCTION. VALUES.
C 7 - THE vEFULTIKC VFLTOP OF INTEGRAL VALLES. 2 MAY EF

r !rENTICAL 61TH Y.
C N. IM - THE rIMFKSION OF VIECTOPS Y AND 2.
r

( PEP1A*KS
C NC ACTION IN CASE NCIM LV!S THAN !e

C
c !UCRC'T!P.ES A'NC FUP'CTICK SLIS-FRCGRAPS FE'gUIRED

C NONE

r Z'FGINNINL. IITH ?(1)=r-, E LUATICN OF ECTIF 2 IS LCNF i~v
17 uFAN CF SIMFSONS RUL: TCI7T~f-Eh WITh 6FWTONS I/ RULL OF A

C~p !~T Ir.CF TI)ESV' TWO f"ULLSo TPU14C.'TJON EPI.OR IS CF
rRE (I.E. FOURTH CIIZER METHOIV). ONLY It. CASL NrIP=3

T".11CF jFThC q FccG F72 SEFO'r *4

c I ~() F *- ofILCEfhRAN' INTPC:A1oCIIGN 10 NLMEN ICAL A NALYSI So
C MrCQ6W-HILL9 *.EW YCRK/TOPOfTO/LON'Okv 1s'.Eq rP*71-76.
c (2) "*ZUI~UrPLq PFPK'TISCt4E P~iHEMATP. FUCR I~f ENIFUPE UPI.f

F YS1IVER, SPPINGIF t(RLIN/G^FTTINGC/HEUELi-ERG* 1'.E~q

T 1 71 r

rNrTm IS &-REITEN TfI c. PFLPAFfTIOTS OF INT[GIkATIO% LOCFR
I SU*I=Y(?l).Y(2)

SUP ?=SLPI 4SLP1I

AUX1=AUX.*IUXI

A1 0
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SUU?:=Y(5).Y(13)
SUP 2=SUM2*SUP2
SVM~2=AUX2-HT(Yl4)*SUM2+Y(L))
Z( 1)=O.
AUX=Y(3 )*Y(3)

ZC2)=SUP2-(T*( Y(2)+AUX*Y(4))
* Z C' )=SUO1

Z(4)SUtM2
IF(KNDIM-6)59592

c
c INTEGRAT!O% LOCr

2 DO 4 I:7,NO10492
SUTM1=AUYI
SUM A UX 2

AUYl=AUX.AlIX1
AUX1=SUM1.HT*(Y(I-2)*AUX1*YfI))
Z( 1-?) cUPI
IF (I-NOl IM) 7 q6 9

! AU2Y(I).YfI)
AUX2=AUY2, tjX2

I"' AUX2:SUM, .HT*( V(1-1).AUXZ.Y(J41))

5 7(NDIM-1)AUXl
Z' (NE I" ) =AL N'
PrTURk;

Z(NnTY) =DUX1
RE TURN~

Ehr OF JI.1LGPATIO LOCP

C Nr.IP IS E(CUAL T" 4 OF t

SV'1:Y(2)*Yf?)

Z(1X )=: Y1 Y

IF ( TMr i 11 i n999%,

AUX I=UYI* AUX1
Z(5)=SUM1*uT*(Y(3)*AU~lY(-))

10 Z(!)=Suk1
7 C4 1 :UI 2
GETUP N

C N()rw US ECUAL TC1

SU?"2=V(2) .VC?)
SUo?=sU02* "

Z(1 )=0.

12 PFTUPA,

All



ENn2

SU 7 FOUT TNI FRUKfF2Z9Fhi~,J1PSI(-%u1)

r CALCULATES H'IGH RUN' GROUP STATISTICS OF PkOPAFJLITY FOR DIFFERENT
C RUN LENGTHS* NFAN RUN LENGTH', 9 STAN'ARl DEVIATION CF FIN LFNGT~d.
C
c INPUT VbPIA14LE'
C P1 2 TPANS'71CN PPOFSPYIJTI FC'R SIP~LLTi&&EOS E)CEL~jANCE (.F
C THREShCLC FY EOTH I-Hl & H2 hEAVE HEIGHTS
C

C OUTPUT VAPI~bLES
c PiHk FROEfAFLITv OF RUN LENGTH HAVIKA LENGTP- OF JI, Ff.I)

J I 1M P *Fb POP)P LENGTIF
sir.J! STAKULROp LEVATICIN OF rUPk LENUjIH

FFAL .Jlr
RE IL Ph F f.

PO PC'At 1 ' IT V (F r- IN 10 L FNG T1 Ji1, P!- k JI)

(JO JI =1.
rvpfPjl) r2Z'(1-)

IFN 1(
r

c
JIM = 1. /C ri,'>

r

F T U

C CALCUL4TES TCT AL PUN RCLIF FTATISTI(S '~F P9f(.LAb ILI TY FC C 1!F F[F NT
FRL' L t ( TWF, ME AN IUN LENGTH9 & STANDARr Ok VIA7 ION CF V LIN LENCTIP.

PIF LT ''F ILf
c ~F A ! I T 1. pF Cn A ItI T Y F (%P N I T HF ~1 t CF F P I

I-,,SI-6LC AV LICT C
'?:AfNSTTIC0 PPOC*SEILITY FCR SIP-'LLTANCLU! FFEra~c Of

r 7 ~~tzgr S OLC HC FY ECTH 1- 9 142 WIVE kF1(.(-TS

P T c ~L At 'LI 7Y C F ''. L E N ,y V AV IfC LN( T t-. CF J,P(:
il- . N I LtNG T-

SICJ rA.J~ EVIATION~ OFp PLIN LFNCII

FFtL J;!'

1-'<ALTLITY CF IrL . 0 LFKI- j.,. rTF(J.-)

I f r-I 4 C 1*~-
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IFfr?2 .oEG C.) F~1rO
Cl z1.0 - r1i
C2 = 1.0 - F22
c' =cl * C2 /' (P11 - 2)

CO J2=192II
PTRtJ2) =C3 * (P110*11JI7-1) -26(:--)

ENG DO

POE#N RUN LrKJGTJ

C

c STARDARC CIEVIATICIK CF CAN LtNGT-
c

C12 =Ct a CI
C22 =C 2 * C2
S1(-~j2 =SCPT(PZ21C: * Fl/l)

C,
FqFTUPN
F NI

r

S fL POL'TM% CUTFT(r~,qp ,qr [Lf'vf ,JCKC.PF199r2:,r RoJ~lli
* !1jl T,*J2P OF ICtJ2)

COTPUTS PFJUJLT FFPCP I70i~Li AL(GCF1Tp F'C CALCUL071Nr- Gi(,,L
LFtGTH iTATMI1 ILS 'Y a~P2T- tT 6OVE t-LUrFT ifo,' (CCSELATEr..

REAL F (r01.or1)
P~fL 01'C) *P14R ( )dl ?

ltFUCPTF T1V, T17L'L

IT :L 9 9Lr r r Pk LE 7 V S TA 7ST I rS

1 TP4UT VtF1A'FLF.

*, TICT 'L ! Cr '-AV Jill 1, m -7ALI kif L IhT. q P.r =g 4 9 1r

I' .AVF 1-f ILII- 11 - L' r-9. r vLr 1',C'aF"C.

9, t ~ I FF t E !-CA-T I N '- CtTIO L PI ' T' T .9 vF1 '*4
P F. rPf PE % 1 FI',I, F 9-'orI".

r( T9LT VitrA t ~L

III I T f -. !C) 1 1i 0

' ~ F;F 7 t( A YLi f U -0 . ~ L F~ III :

A1 3
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c WO ITEC; 94')
45 FOFPPT(/,' rAYLCiril ?-c F-cF VALCES ARE:*)

C WRITE(2,*C)((lIa)I=,I1 ,1&4P
kRITE(29!C)

r-C FOR!'AT(/. 6A.tJG~hVE FUIN (RCUP RFULT5S'.'..'
I /99 OPOEAEBILITIFS9 PIR:9)
WRPTTE(7,40) (PHF.(I)ol=1q25)
toRITEC?,6O) J1MSl4Jl

fo FOFFA1(/** MFAk GFCUP LrNC-Tg-* J100 =9,T4'qFJ!*&*
9 /9* STD CEV 5ROULP LE(,GTF-, SIC-,J1 =99T459F1C.'i)

wP I TE (2 970 )
70 FClk'AT(//s$ ****.TCTAL !iAVF A~UK GFGUP RF! ULTS***'*$q

WP !TE C .PO) J2Y9',S!Ckl?
;,r, FOC"AT(/.o PEAN GFOUF LFNGTh,* ;.ZM =997T IFIt.*4

9 /99 STI, rEV 'rP(IUF LF-*lC-TI~. STJ2 z',1A5,F1O.'.)

pr

A14



APPENDIX B: LIST OF SYMBOLS USED IN PROGRAM KIMUR5



Symbol Description

DELH Delta wave height increment between successive HI or H2 wave
heights, controls upper wave height integration limit, HU
= NH * DELH in transition probabilities

H Increment of argument values (i.e. X-array) for calculating
integral

HM Mean wave height

HC Cutoff or threshold wave height

HU Upper wave height integration limit
HU = NH * DELH

HI Dummy wave height variable

H2 Dummy wave height variable

JIM Mean run length for run of high waves

J2M Mean run length for total run

K Correlation parameter

NH Total number of wave height measurements or intervals of dummy
wave height parameters HI or H2 between zero and upper wave
height HU in transition probabilities

NL Lower integration limit array element

NU Upper integration limit array element

P(HI,H2) 2-D Rayleigh joint probability density function for successive
wave heights

PHR(JI) Probability of run length having length of Jl for run of high

waves

P1 3.14159...

PROB Dummy transition probability, either P11 or P22

PTR(J2) Probability of run length having length of J2 for total run

PH1 Transition probability, neither HI nor H2 exceeds threshold wave
height HC

P22 Transition probability, both HI and H2 successive wave heights
exceed threshold wave height HC

Q(HI) I-D Rayleigh probability density function for individual wave
heights

RHHI Correlation coefficient

SIGJI Standard deviation of run length for run of high waves

SIGJ2 Standard deviation of run length for total run

Y Function values (I.e. Y-array) to be integrated

Z Vector array of integrated values
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Subroutine BESI

Description: Calculates value of Bessel Function I, Dexp(-X) * I(K,X)
where I is Bessel function of non-negative integral
order K=O, N and non-negative real argument X. All

calculations are in double precision. National
Research Council of Canada (NRCC) Scientific Library
Subroutine.

Calling Statement: SUBROUTINE BESI (N,X,BI,LOG)

Arguments:

N 1*4 Order of Bessel Function I, N = 0 for zero order (used
here)

X R*8 Argument of Bessel Function I
BI R*8 I-D array containing value of function Dexp(-X) * I(K,X)

in its K+1 element for K=O,N. Dimension of BI in call-
ing program must be at least N+1, equals I for N=O for
modified zeroth order

LOG 1*2 Logical unit number of error message when X<O or N<O

Called By: Subroutine RJPDF

Calls To: None
Reference: NRCC Computation Center

Subroutine HRUN

Description: Calculates high run group statistics of probabilities for

different run lengths, mean run length, and standard
deviation of run length.

Calling Statement: SUBROUTINE HRUN (P22,PHR,JIM,SIGJ1)

Arguments:

P22 R*4 Transition probability, both HI and H2 successive wave
heights exceed threshold wave height HC

PHR R*4 Probability of run length having length of J1, PI(J)
JIM R*4 Mean run length for a run of high waves

SIGJI R*4 Standard deviation of run of length J1 for run of high
waves

Called By: Program KIMUR5

Calls To: None

References*: Van Vledder (1983a,b)
Kimura (1980)

Goda (9185)

* References in appendixes are cited in References at the end of the main

text.
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Subroutine INPUT

Description: Queries user for five input parameters for Kimura's wave

group analysis.

Calling Statement: SUBROUTINE INPUT(RHHI,NH,DELH,HM,HC)

Arguments:

RHHl R*4 Correlation coefficient
NH 1*2 Total number of wave height measurements or

total number of intervals of dummy wave height
parameters Hi and H2 between zero and upper wave height
HU in transition probabilities

DELH R*4 Delta wave height increment, controls upper wave height
integration limit, HU = NH * DELH in transition
probabilities

HM R*4 Mean wave height
HC R*4 Cutoff or threshold wave height

Called By: Program KIMUR5

Calls To: None

Reference: None

Subroutine KAPPA

Description: Calculates correlation parameter Kappa given correlation

coefficient using series approximation method of Battjes
for Complete Elliptic Integrals of Ist & 2nd kind.

Calling Statement: SUBROUTINE KAPPA (RHHL,K)

Arguments:

RHH1 R*4 Correlation coefficient
K R*4 Correlation parameter

Called By: Program KIMUR5

Calls To: None

Reference: Van Vledder (1983a,b)
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Subroutine OUTPT

Description: Outputs results from Kimura's algorithms for calculated
group run length statistics to disk file, logical
unit 2, KIMUR.OUT.

Calling Statement: SUBROUTINE OUTPT(RHHI,NH,DELH,HM,HC,K,Q,P,PII,P22,PHR,
JlM,SIGJI,PTR,J2MSIGJ2)

Arguments:

RHH1 R*4 Correlation coefficient
NH 1*2 Total number of wave height measurements

Total number of intervals of dummy wave height parameters
Hi and H2 between zero and upper wave height HU in
transition probabilities

DELH R*4 Delta wave height increment between successive Hi and H2
dummy wave heights, controls upper wave height integra-
tion limit, HU = NH * DELH in transition probabilities

F R*4 Mean wave height
HC R*4 Cutoff or threshold wave height
Q R*4 Rayleigh one-dimensional (l-D) PDF Q(Hl)
P R*4 Rayleigh two-dimensional (2-D) PDF P(Hl,H2)
PH1 R*4 Transition probability, neither HI nor H2 successive wave

height exceeds threshold wave height HC
P22 R*4 Transition probability, both HI and H2 successive wave

heights exceed threshold wave height HC
PHR R*4 Probability of run length having length of J1, PI(J)
JIM R*4 Mean run length for a run of high waves
SIGJL R*4 Standard deviation of run of length J1 for run of high

waves
PTR R*4 Probability of total run length having length of J2, P2(J)
J2M R*4 Mean total run length
SIGJ2 R*4 Standard deviation of run of length J2 for total run

length

Called By: Program KIMUR5

Calls To: None

Reference: None
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Subroutine QSF

Description: Computes vector of integral values for a given equidistant
table of function values. Computes integral of function
contained in array Y of dimension NDIM for equidistant
X-array values spaced H apart using combination of
Simpson's and Newton's 3/8 Rules.

Calling Statement: SUBROUTINE QSF(H,Y,Z,NDIM)

Arguments:

H R*4 Increment of argument values, DELH for x-axis array
Y R*4 Input vector of function values
Z R*4 Resulting vector of integral values, contains integrated

area under curve represented by array Y
NDIM 1*2 Dimension of vectors Y and Z

Called By: Subroutine RTPI

Calls To: None

References: NRCC Computation Center
Hildebrand (1956)
Zurmehl (1963)

Subroutine RJPDF

Description: Calculates 2-D, joint, or Bivariate Rayleigh Probability
Density Function P(HI,H2) based on Kimura's theory.
Uses modified Bessel function of zero order.

Calling Statement: SUBROUTINE RJPDF(NH,DELH,HM,K,P)

Arguments:

NH 1*2 Total number of intervals of dummy wave height parameters
HI and H2 between zero and upper wave height HU in
transition probabilities

DELH R*4 Delta wave height increment between successive HI and H2
dummy wave heights, controls upper wave height integra-
tion limit, HU - NH * DELH in transition probabilities

HM R*4 Mean wave height
K R*4 Correlation parameter
P R*4 2-D Rayleigh PDF P(HI,H2)

Called By: Program KIMUR5

Calls To: Subroutine BESI (NRCC Scientific Library Subroutine)

References: Van Vledder (1983a,b)
Kimura (1980)
Goda (1985)
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Subroutine RPDF

Description: Calculates I-D Rayleigh Probability Density Function (PDF)

Q(HI) using numerical Integration.

Calling Statement: SUBROUTINE RPDF(NH,DELH,HM,Q)

Arguments:

NH 12 Total number of intervals of dummy wave height parameter
HI between zero and upper wave height HU in transition

probabilities
DELH R*4 Delta wave height increment between successive Hi wave

heights, controls upper wave height integration limit,
HU = NH * DELH in transition probabilities

HM R*4 Mean wave height
Q R*4 1-D Rayleigh PDF

Called By: Program KIMUR5

Calls To: None

References: Van Vledder (1983a,b)

Kimura (1980)

Goda (1985)

Subroutine RTP

Description: Calculates Rayleigh Transition probabilities P11 and P22

given I-D and 2-D Rayleigh PDF's.

Calling Statement: SUBROUTINE RTP(NH,DELH,HC,Q,P,P11,P22)

Arguments:

NH 1*2 Total number of intervals of dummy wave height parameters
HI and H2 between zero and upper wave height HU in
transition probabilities

DELH R*4 Delta wave height increment between successive HI and H2
dummy wave heights, controls upper wave height integra-
tion limit, HU = NH * DELH in transition probabilities

HC R*4 Cutoff or threshold wave height
Q R*4 Rayleigh i-D PDF Q(HI)

P R*4 Rayleigh 2-D PDF P(HI,H2)
PI1 R*4 Transition probability, neither HI nor H2 successive wave

height exceeds threshold wave height IC

P22 R*4 Transition probability, both HI and H2 successive wave
heights exceed threshold wave height HC

Called By: Program KIMUR5

Calls To: Subroutine RTPI

References: Van Vledder (1983a,b)
Kimura (1980)

Goda (1985)
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Subroutine RTPI

Description: Integrates 1-D and 2-D Rayleigh PDF Q(HI) and P(HI,H2),

respectively.

Calling Statement: SUBROUTINE RTPI(NL,NU,DELH,Q,P,PROB)

Arguments:

NL 1*2 Lower integration limit array element
NU 1*2 Upper integration limit array element
DELH R*4 Delta wave height increment between successive HI or H2

dummy wave heights, controls upper wave height integra-
tion limit, HU - NH * DELH in transition probabilities

P R*4 2-D Rayleigh PDF P(HI,H2)
Q R*4 I-D Rayleigh PDF Q(HI)
PROB R*4 Transition Probability, either P11 or P22

Called By: Subroutine RTP

Calls To: Subroutine QSF (NRCC Scientific Library Subroutine)

References: Van Vledder (1983a,b)

Kimura (1980)
Goda (1985)

Subroutine TRUN

Description: Calculates total run group statistics of probability for

different run lengths, mean run length, and standard
deviation of run length.

Calling Statement: SUBROUTINE TRUN(P11,P22,PTR,J2M,SIGJ2)

Arguments:

P11 R*4 Transition probability, neither Hi nor H2 successive wave
heights exceed threshold wave height HC

P22 R*4 Transition probability, both HI and H2 successive wave

heights exceed threshold wave height HC
PTR R*4 Probability of total run length having length of J2, P2(J)
J2M R*4 Mean total run length

SIGJ2 R*4 Standard deviation of run of length J2 for total run
length

Called By: Program KIMUR5

Calls To: None

References: Van Vledder (1983a,b)

Kimura (1980)
Goda (1985)
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APPENDIX D: NOTATION
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E[ ] Expectation operator

E( ) Complete elliptic integral of the second kind

f Frequency variable

H Wave height variable

H. Dummy wave height variable1

Hi+ 1  Successive wave height variable
Hi First of two successive wave heights dummy variable

H2  Second of two successive wave heights dummy variable

H Cutoff or threshold wave heightc

H Mean wave height~m
H Maximum wave heightmax

Hmed  Median wave height

H RMS wave height
r

H Significant wave height
S

H, Cutoff or threshold wave height

I[ ] Modified Bessel function of zeroth order

J, Run length for run of high waves, i.e. 1,2,3,...11,12+

j2 Run length for total run, i.e. 2,3,4,....11,12+

j1 Mean run length for run of high waves

j2 Mean run length for total run

k Lag of autocorrelation function estimate

K( ) Complete elliptic integral of the first kind

m Zeroth moment of time series of wave elevations
0

N Total number of points in wave height time series

p Probability that wave height H exceeds threshold wave height or
Markov Chain transition probability matrix

P 1 Transition probabilities--neither H nor H2 exceeds threshold

height
P22 Transition probabilities--both H and H 2 exceed threshold

height; simultaneous exceedance of threshold wave height by
both HI and H2 waves

P(H1 ,H2 ) Joint or bivariate Rayleigh probability density function

P Markov Chain distribution after n-time transitions
n

P0  Initial Markov Chain distribution

P(O) Run length probability for run of high waves

P(j 2 ) Run length probability for total run

D2

i



q Probability that wave height H does not exceed threshold wave
height

Qp Goda's spectral peakedness factor

q(H1) Rayleigh probability density function for individual wave
heights

Rhh(l) Correlation coefficient for successive wave heights

S(f) Spectral estimate of the surface elevation

T Mean zero-crossing wave period
m
P Correlation parameter, equals 20
p Correlation parameter, equals 1(/2

71 3.14159. . .

Yh Correlation coefficient for successive wave heights

aH  Standard deviation of wave height time series

o(Jl) Standard deviation for run of high waves

o(j2) Standard deviation for total run
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